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Abstract 
This paper uses based youth award rates (minimum wages) in Australia to identify the short-
term effect of minimum wages on both actual wages and youth employment.  Youth 
minimum wages are typically based on adult minimum wages, starting at 50 per cent for 16 
year olds and increasing by 10 per cent per year until the full adult rate at 21 years of age.  I 
find some evidence to suggest a 10 per cent increase in youth minimum wages results in an 
increase in actual wages of around 6 per cent.  I find no evidence that increasing youth 
minimum wages affects youth employment hours. 
 
Disclaimer 
This paper uses unit record data from the Household, Income and Labour Dynamics in 
Australia (HILDA) Survey. The HILDA Project was initiated and is funded by the Australian 
Government Department of Families, Housing, Community Services and Indigenous Affairs 
(FaHCSIA) and is managed by the Melbourne Institute of Applied Economic and Social 
Research (Melbourne Institute). The findings and views reported in this paper, however, are 
those of the author and should not be attributed to either FaHCSIA or the Melbourne Institute. 
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1.  Introduction 
The employment effects of minimum wages are important for policy.   Policy makers face a 
trade-off between increasing the pay of low wage workers and potentially reducing their 
employment opportunities.   Despite this more work is still needed to evaluate direction and 
the magnitude of minimum wage effects on employment.  Of the 102 studies covered in a 
comprehensive review by Neumark and Wascher (2006)  around a thrid fail to find negative 
employment effects of minimum wages – however the authors do state that they find a higher 
proportion of the most credible studies report negative employment effects.  Furthermore 
there are relatively few studies estimating the employment effects of minimum wages in 
Australia (most recently see Leigh (2003, 2004) for estimates of Western Australia).   This 
research aims to estimate the causal impact of minimum wages on employment for youths in 
Australia.   In doing so it contributes more evidence to the effect of minimum wages on youth 
labour market outcomes.   It is also the first attempt, internationally, that I am aware of, to use 
the regression discontinuity design to estimate the short run causal effects of minimum wages 
– on both hours of employment and actual received wages.1

Australia has a unique policy position on minimum wages – they vary by state, 
occupation, and importantly for my research, by age.   Most people have their wages set by 
an award scheme.   These award schemes provide the minimum pay that people receive 
depending on their occupation and the state that they work in.   Furthermore for youths – 
workers under the age of 21 – there is a sliding scale that increases with age.   Award 
minimum wages typically begin at about 50 per cent of the adult wage for people younger 
than 15 or 16 and then increase by about 10 per cent per year until the age of 21 at which 
point the adult award minimum wage applies.   For example, the 2009 pay-scale for retail 
staff in South Australia sets the minimum wage for a normal 17 year old worker at $8.27, 
which is 50 per cent of the minimum rate for an adult worker in the same job.   For normal 20 
year old retail staff the minimum wage is $14.88, which is 90 per cent of the adult rate.   For 
ticket machine operators the rates were $8.50 to $14.48 for the same age groups.   Both 
groups have minimum wage increases of 10 per cent of the adult rate per year. 

 

Consider two groups of people, those just older than 19 and those just younger than 
19.   For a small difference in age we don't expect there to be much difference in the averages 
of those underlying characteristics that are important for employment.   Stated differently, 
absent differences in minimum wages we would expect these two groups to have similar 
levels of employment.   Policy means that award minimum wages increase discontinuously at 
birthdays by about 10 per cent.   I aim to use this discontinuity in minimum wages to estimate 

                                                           
1 Lee and Lemieux (2009) is a comprehensive review of regression discontinuity.  They have a 
table of many of  the applications of regression discontinuity of which they are aware. 
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the average causal effects of increasing minimum wages for Australian youths.   I use data 
from the longitudinal household survey HILDA, which includes around 14,000 individuals 
from 2000 to 2009.   

I use a regression discontinuity approach.   Regression discontinuity has had more 
attention from the economic research community recently and there have been some notable 
theoretical contributions.   Hanh, Todd, and van der Klaauw (2001) prove that very weak 
requirements are needed for identification of a causal average treatment affect. 

The rest of the paper is structured as follows.   Section 2 looks at the theory of 
regression discontinuity and how it can be applied to this research.  Section 3 provides further 
background on Australian institutions and looks at what regression discontinuity can hope to 
tell us in this case.   Section 4 introduces the data, provides some descriptive statistics and 
presents my research design.  In section 5 I present graphical analyses on the effect of 
minimum wages on actual wages and employment.   Econometric technique and results are 
reported in section 6.   Section 7 presents some graphs to evaluate the credibility of my 
regression discontinuity design.  Section 8 concludes. 
2.  Regression discontinuity Literature 

This section reviews the theoretical regression discontinuity literature.  It looks to develop a 

basic understanding of the regression discontinuity design so I can implement it in my 

research.  It does this by considering the major theoretical contributions to econometrics of 

Regression Discontinuity design and discussing how the findings of these papers relate to my 

research.  It breaks the discussion into three parts.  Firstly I discuss identification and 

interpretation.  Secondly, I discuss estimation, and finally I discuss validity testing.  Before I 

begin I would like to point out that Lee and Lemieux (2009) provide a review of regression 

discontinuity.  Furthermore Imbens and Lemieux (2008) is a very useful practical guide for 

regression discontinuity.   

Regression discontinuity has been gaining attention in economic research recently.  

The 142nd volume of the Journal of Econometrics was devoted entirely to regression 

discontinuity research.  Furthermore Imbens and Wooldridge devoted a lecture in their 

“What's New in Econometrics” lecture series for the NBER to regression discontinuity.  Two 

major factors explain the attractiveness of the Regression Discontinuity design for 

economists.  Firstly, under certain conditions, standard Regression Discontinuity designs 

have been shown to be “as good as random”.  Secondly, many policies treat people 

differently based on discrete assignment rules that make use of observed underlying 

characteristics – for example means based income benefits.  This is exactly the situation that 

regression discontinuity designs can deal with. 
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2.1.  Identification in Regression Discontinuity 

It will be useful to set up a framework to discuss Regression Discontinuity.  Suppose 

individuals are assigned to treatment or not based upon whether an observed covariate passes 

a known threshold – in this research assignment is based on whether a youth has recently had 

a birthday.  Let 𝑍𝑖  represent the assignment variable and let 𝑧0 represent the cut-off so that 

person 𝑖 is treated if 𝑍𝑖 ≥ 𝑧0.  Let 𝑋𝑖  be an indicator variable that is 1 for people who are 

treated and 0 for people who are not.  We observe 𝑌𝑖1 for treated individuals and 𝑌𝑖0 for 

control group individuals.  We would like to know 𝑌𝑖1 −  𝑌𝑖0 , however, we only observe 

either 𝑌𝑖1  or 𝑌𝑖0, not both.  Thus we focus on average treatment effects.  In this research 

HILDA participants are interviewed yearly so that we observe their wage and employment 

hours either before or after they have had their birthday.  Note that we can write the observed 

outcome 𝑌𝑖 as 𝑌𝑖 =  𝛼 + 𝑋𝑖𝛽𝑖, where 𝛼 = 𝑌𝑖0 and 𝛽𝑖 = 𝑌𝑖1 −  𝑌𝑖0. 

Regression discontinuity designs come in two flavours – sharp and fuzzy.  In a sharp 

design everyone whose assignment variable passes some cut-off is treated while everyone 

whose assignment variable fails to pass the cut-off is not treated.  Thus the probability that an 

individual is treated is 0 for individuals who do not pass the threshold and 1 for individuals 

who do pass it.  A fuzzy design is similar, however, it only requires a discontinuous increase 

in the probability of treatment at the threshold – i.e., it allows for smaller jumps in the 

probability of treatment. 

Hahn et al.  (2001) establish the mild conditions necessary to successfully identify an 

Average Treatment Effect in a regression discontinuity framework.  They focus on the fuzzy 

design and demonstrate the sharp design is a special case.  I reproduce their proof which 

establishes the necessary conditions for identification with heterogeneous treatment effects.  I 

fill in some steps which were helpful in my own understanding of the theorem.  This case 

does not allow individuals to self-select into the program on the basis of prospective gains 

from treatment.  This is not a problem for my research as I do not anticipate people can self-

select into treatment as this would require them to change their age. 

Firstly I state the necessary assumptions for identification in a regression 

discontinuity setting and explain them. 

Assumption (RD):  (i) The limits 𝑥+ = lim𝑧→𝑧0+ 𝐸[𝑋𝑖 | 𝑍𝑖 = 𝑧] and 𝑥− =

lim𝑧→𝑧0− 𝐸[𝑋𝑖 | 𝑍𝑖 = 𝑧].  (ii)  𝑥+ ≠ 𝑥−. 

This is just a mathematical formalisation of the basic requirement I know I need for 

regression discontinuity to work, namely, that there is some discontinuity in treatment! 
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Assumption (A1):  𝐸[𝛼𝑖  | 𝑍𝑖 = 𝑧] is continuous at 𝑍 = 𝑧0. 

Assumption (A2):  𝐸[𝛽𝑖 | 𝑍𝑖 = 𝑧] as a function of 𝑍 is continuous at 𝑧0. 

These two assumptions are necessary conditions for identification.  They are 

motivated as follows.  Suppose that in the absence of treatment individuals near the cut-off 

are similar.  Then the expected outcome either side of the threshhold should be similar if 

either nobody is treated or if everybody is treated.  Importantly the expected outcome of the 

control group represents the valid counterfactual for the treatment group.  It will be important 

later to recall the definition of continuity – a function 𝑓(𝑥) is continuous at 𝑥0 if 

lim𝑥→𝑥0− 𝑓(𝑥) = lim𝑥→𝑥0+ 𝑓(𝑥) = 𝑓(𝑥0) where equality implies existence. 

We are now ready to reproduce the result in Hahn et al.  (2001).  The following 

theorem shows that if we have a discontinuity in treatment (Assumption (RD)) and if the 

expected outcome of the control group is the valid counterfactual for the treatment group 

(Assumption (A1) and Assumption (A2)) then we can identify the treatment effect. 

Theorem:  Suppose that 𝑋𝑖   is independent of 𝛽𝑖 conditional on  𝑍𝑖  near 𝑧0.  Further 

suppose Assumptions (RD), (A1), and (A2) hold.  We have 

𝐸[𝛽𝑖 | 𝑍𝑖 = 𝑧0] =  
𝑦+ − 𝑦−

𝑥+ − 𝑥−
 

Where 𝑦+ = lim𝑧→𝑧0+ 𝐸[𝑌𝑖 | 𝑍𝑖 = 𝑧] and 𝑦− = lim𝑧→𝑧0− 𝐸[𝑌𝑖  | 𝑍𝑖 = 𝑧] 

Proof:  Let 𝜀 be some arbitrarily small positive real number.  The mean difference in 

outcome for people above and below the discontinuity point is  

𝐸[𝑌𝑖 | 𝑍𝑖 = 𝑧0 + 𝜀] − 𝐸[𝑌𝑖  | 𝑍𝑖 = 𝑧0 − 𝜀] 

which, using the definition of 𝑌𝑖 can be rewritten as 

𝐸[𝛼𝑖 + 𝑋𝑖𝛽𝑖 | 𝑍𝑖 = 𝑧0 + 𝜀] − 𝐸[𝛼𝑖 + 𝑋𝑖𝛽𝑖 | 𝑍𝑖 = 𝑧0 − 𝜀] 

By the linearity of the expectation operator this is just 

{𝐸[𝑋𝑖𝛽𝑖 | 𝑍𝑖 = 𝑧0 + 𝜀] − 𝐸[𝑋𝑖𝛽𝑖 | 𝑍𝑖 = 𝑧0 − 𝜀]} 

+ 𝐸[𝛼𝑖  | 𝑍𝑖 = 𝑧0 + 𝜀] − 𝐸[𝛼𝑖 | 𝑍𝑖 = 𝑧0 − 𝜀] 

And by conditional independence 

{𝐸[𝛽𝑖 | 𝑍𝑖 = 𝑧0 + 𝜀]𝐸[𝑋𝑖 | 𝑍𝑖 = 𝑧0 + 𝜀] − 𝐸[𝛽𝑖 | 𝑍𝑖 = 𝑧0 − 𝜀]𝐸[𝑋𝑖 |𝑍𝑖 = 𝑧0 − 𝜀]} 

+𝐸[𝛼𝑖  | 𝑍𝑖 = 𝑧0 + 𝜀]− 𝐸[𝛼𝑖 | 𝑍𝑖 = 𝑧0 − 𝜀] 

Then using Assumptions (A1) and (A2) and taking limits as 𝜀 → 0+ we get 

lim
𝑧→𝑧0

+
𝐸[𝑌𝑖 | 𝑍𝑖 = 𝑧] − lim

𝑧→𝑧0−
𝐸[𝑌𝑖 | 𝑍𝑖 = 𝑧] 

= 𝐸[𝛽𝑖| 𝑍𝑖 = 𝑧0]{ lim
𝑧→𝑧0

+
𝐸[𝑋𝑖| 𝑍𝑖 = 𝑧] − lim

𝑧→𝑧0−
𝐸[𝑋𝑖| 𝑍𝑖 = 𝑧]} 
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Assumption (RD) ensures the term in the curly-brackets on the RHS is not zero and 

division by this term completes the proof.  The proof also makes it clear that the sharp design 

estimates a lower bound for the fuzzy design.  In the sharp design 𝑥+ − 𝑥− = 1 while in the 

fuzzy design 𝑥+ − 𝑥− ∈ (0, 1).  Thus looking at the theorem we see that the estimate in the 

sharp case bounds the fuzzy estimate below. 

Thus Hahn et al.  (2001) demonstrates the weak assumption required to identify an 

average treatment effect in regression discontinuity designs.  How should we interpret this 

treatment effect? A relatively common idea is that the treatment effect is only valid for the 

subgroup whose assignment variable is at the threshold.  This is similar to how instrumental 

variables estimates the effect for the subgroup captured by the instrument.  However for 

Regression Discontinuity this interpretation of the average treatment affect is incorrect. 

Lee (2008) shows that in fact regression discontinuity estimates a weighted average 

treatment effect across all individuals who face the treatment or the control, where the 

weights are heavier for individuals who are ex-ante more likely to be close to the cut-off.  Lee 

and Lemieux (2009) explain this more intuitively.  However because I only observe 𝑍𝑖  once 

for each individual it is normally impossible to know anything about person 𝑖's ex-ante 

distribution of 𝑍𝑖.  When the distributions are similar for everyone then the treatment effect 

estimated by regression discontinuity is close to the average treatment effect for the whole 

population.  When the distributions are very different the estimated treatment effect for 

regression discontinuity is likely to be different to the average treatment effect for the 

population.  They give an example where scholarships are awarded to people who get more 

than 50 per cent on an exam.  If people who score 90 per cent had no ex-ante chance of 

getting a score near the threshold then the regression discontinuity gap is dominated by the 

effect of people near 50 per cent.  If scores are less reliably obtained then the gap will apply 

to a broader sub-population.   

In this data the ex-ante distribution of age at interview depends on two things, date of 

birth and survey date.  I take date of birth to be essentially random.  Survey date is not 

random, being heavily concentrated around September and October.  However combined 

with date of birth the age of person 𝑖 at interview date is essentially uniformly random.  Thus 

the treatment effects I estimate arguably applies to a relatively broad proportion of youths on 

the award minimum rates for people in the year groups either side of the birthday of interest. 

2.2.  Estimation 
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Much of the theoretical literature recommends estimating the treatment effect in regression 

discontinuity by local (linear) regression (Hahn et al.  (2001), Porter (2003), Imbens and 

Lemieux (2008)).  I am interested estimating the regression function at a single boundary 

point and this method has been shown to work well.  Imbens and Lemieux (2008) specifically 

suggest estimating 

min
𝛼,𝛽,𝜏,𝛾

�1{𝑧0 − ℎ ≤ 𝑍𝑖 ≤ 𝑧0 + ℎ}(𝑌𝑖 − 𝛼 − 𝛽(𝑍𝑖 − 𝑧0) − 𝜏𝑋𝑖 − 𝛾(𝑍𝑖 − 𝑧0)𝑋𝑖)2
𝑁

𝑖=1

 

Where 𝑍𝑖  is the assignment variable, 𝑋𝑖  an indicator which is 1 if treated, 𝑧0 is the cut-

off, and ℎ is the band-width which determines the distance from the cut-off from which 

observations will be admissible.  𝛼,𝛽, 𝜏, and 𝛾 are parameters which are estimated.  𝜏 is the 

estimated discontinuity.  The (𝑍𝑖 − 𝑧0) ensures I estimate the effect at the cut-off.  The  

𝛾(𝑍𝑖 − 𝑧0)𝑋𝑖 term allows for different linear slopes for the treated and control groups.  This 

is important because imposing the restriction that the slope is the same for both the treatment 

and control group allows observations in one group to affect the estimated outcome for the 

other group as it approaches the cut-off.  The method proposed by Imbens and Lemiuex is 

attractive because of its simplicity.  By using the rectangular kernel I can estimate the 

discontinuity by appropriately using Ordinary Least Squares methods.2

A key consideration in regression discontinuity estimation is bandwidth selection.  

The larger the bandwidth the greater potential for my subgroups to differ.  Ideally I would 

only use individuals on the threshold – then the treatment group and the control group should 

have exactly the same distributions of underlying predetermined covariates.  However this is 

impossible because everyone who is on the threshold is treated and so there is nobody in the 

control group – for example if you are exactly 19 you have the 19 year old award wage 

minimum.  Thus, as Imbens and Lemieux (2008) point out, there is an unavoidable need to 

 Furthermore the 

Robust Standard Errors are valid for inference.  Imbens and Lemieux (2008) note that while 

more sophisticated kernels can be used that they are only likely to have much impact in 

situations where the results are not robust in any case.  They suggest simply sticking to the 

rectangular kernel and reporting several band-widths.  Despite potentially making little 

difference, I also check my results using the triangular kernel.  In a regression discontinuity 

setting this kernel has the attractive property of weighting values near the cut-off more 

heavily and away from the cut-off more lightly. 

                                                           
2 I have tested careful use of OLS against -lpoly- Stata's inbuilt local linear regression estimator to ensure they 
give the same numerical results.  A downside of -lpoly- is that it does not report standard errors 
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extrapolate.  There is a trade-off between using more data to estimate the regression function 

at the cut-off more accurately and making the sub-groups less and less similar by including 

observations further away from the threshold.  It is necessary to specify a bandwidth in order 

to carry out local linear regression.  One method to select the bandwidth is by using a cross-

validation procedure as in Ludwig and Miller (2005).  A much simpler method is to estimate 

the local linear estimates using several bandwidths to check for sensitivity( Imbens and 

Lemieux (2008)).  This is the method I use. 

Lee and Card (2008) point out that when the assignment variable is measured 

discretely the standard errors can be biased.  Intuitively if age is only observed in months 

then there will be many observations with the same month – the level of measurement of the 

discrete assignment variable.  Thus we have no data on the difference in the age of youths 

within a month of their birthday.  This bias in standard errors can be overcome by making 

appropriate parametric assumptions.  The assignment variable for this research is the number 

of days from a birthday.  This is discrete but I assume it is close enough to being continuous 

that it doesn’t affect my results and hence I ignore this potential problem. 

2.3.  Validity 

The mathematically necessary conditions for identification in Regression Discontinuity 

designs established by Hahn et al.  (2001) are fundamentally untestable – I cannot test 

whether the expected outcome treated individuals would get if they were not treated is the 

same as the expected outcome of non-treated individuals.  As such some researchers have 

looked to develop more practical means for checking the validity of a regression 

discontinuity design.  Lee (2008) , using a very general treatment assignment mechanism, 

develops direct tests which should always pass when the necessary continuity assumptions 

hold.  McCrary (2008) develops a test to investigate the possibility that people manipulate 

their observed assignment variable measurements – such manipulation would imply the 

continuity assumptions do not hold and the control group would not represent a valid counter-

factual.  Lee (2008) shows that if the assignment variable is continuously distributed and has 

some random chance element then the causal inferences from regression discontinuity 

designs can be almost as credible as those from randomised experiments – this is true so long 

as people cannot perfectly control their observed score, partial control is no problem.  He 

proves that this treatment assignment mechanism fulfills the necessary identification 

condition established in Hahn et al.  (2001).  Furthermore he shows that this treatment 

assignment mechanism implies that predetermined baseline covariates should have the same 

distribution for those people who just cross the threshold and get treatment compared to those 
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people who just fail to cross the cut-off.  This means that one test of the validity of regression 

discontinuity is to check that predetermined variables do not change discontinuously at the 

cut-off. 

In this research the assignment variable is age in years at the date of the HILDA 

interview – in fact the age reported to the employer, and not the age reported to HILDA, will 

determine the award minimum wage but it seems very difficult for an employee to lie about 

their age to obtain a higher award minimum wage, especially considering pay is likely to be 

linked to the tax office.  For any individual age as of their HILDA interview date is 

essentially random they have no control over when the interview is conducted.  Interviews 

take place around September every year but the exact date differs for each person from year 

to year.  Thus I can test if the randomisation implied by regression discontinuity has worked 

by checking for similarity in the distributions of characteristics such as year 12 attainment 

which ought to be predetermined for 19, 20, and 21 year olds.  Crudely I can check this by 

looking at the year 12 attainment rate for my control groups and treatment groups.  A more 

sophisticated method is to look for a discontinuity in year 12 attainment for people either side 

of a birthday.  It seems unlikely that such a discontinuity would exist suggesting that at least 

we are comparing youths of similar characteristics – however I will run these tests 

specifically in any case. 

There is one last important consideration to make when thinking about my regression 

discontinuity design.  Everyone turns 19 eventually.  This means that assignment to treatment 

is essentially inevitable.  Lee and Lemieux (2009) discuss several important implications of 

this.  Firstly the parallel to random experiments in most Regression Discontinuities does not 

apply.  Random experiments require some uncertainty about whether a person will be treated 

or not.  In my case everyone will be treated, eventually.  Secondly, validity tests based on 

looking for discontinuities in pre-determined covariates can be uninformative.  If I follow a 

single cohort then they necessarily share the same distribution of underlying covariates.  

However in my research I observe people born across different years.  They are not just the 

same group and the validity tests can hope to tell us something.  Furthermore regression 

discontinuity designs using age as the assignment variable can only hope to identify short-run 

effects.  If I wanted to look at the effect of an increase in award minimum wages over a 5 

year period then both the under 19 initially and the over 19 initially will have had 

approximately 5 years of treatment.  The final important consideration is that when treatment 

is anticipated and inevitable people may change their behaviour in order to take advantage of 

it.  Thus the treatment effect can be muted or accentuated.  To date there are no firm 
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guidelines as to how to deal with these issues.  In my research I hope manipulation is not 

widespread.  Firstly, even if award minimum wage increases will result in firms having to 

pay their workers more once they reach a birthday I have no reason to expect this will make 

them change their pay prior to a birthday – particular on any large scale.  However, it is 

possible that firms facing the requirement to raise a worker's wages on their birthday could 

use early wage increases as a reward for good employees.  Importantly, it is possible that as 

youths approach a birthday firms give them warning that their casual work will end.  This 

could enable firms to avoid paying any wages at the higher award minimum rates.  This could 

reduce employment slightly for youths just before a birthday and hence cause my estimate of 

the treatment effect on employment to be biased downwards. 

3.  Background 

Australia historically had a complex set of rules regarding minimum wages.  A modernisation 

program is currently being implemented with a large set of new rules taking effect as of 1st of 

January 2010.  However given my data is all collected by early 2009 I will not be affected by 

these new rules.  Thus this section will describe the background of minimum wages – 

focusing on junior award minimum wages – before modernisation.  It will introduce the 

institutions which have controlled minimum wages in Australia.  It will describe Australia's 

system of minimum wages.  It will look at junior award minimum wages and discuss the 

difficulty of identifying which youths are receiving the award minimum wage in data and 

how this affects my ability to know what proportion of youths get the award minimum wage.3

Australia has had several different organisation to regulate minimum wages.  The 

Australian Industrial Relations Commission (AIRC) operated from 1988 until the end of 2009.  

The Australian Industrial Relations Commission had several roles.  However between 2006 

and 2009 the Fair Pay Commission administered wage setting decisions.  Since the 1st of 

August 2009 Fair Work Australia's Minimum Wage Panel has been responsible for altering 

minimum wages. 

 

These institutions have used a range of tools for setting minimum levels of pay in 

Australia.  Prior to the recent award-modernisation, minimum pay in Australia was 

determined by awards and a Federal Minimum Wage (FMW).  Awards specify minimum 

conditions of employment beyond legislated minimum terms – including minimum pay.  

Enterprise Awards are a special type of award specifically made to apply to a single business, 
                                                           
3 Most of the information for this section comes from http://www.fwa.gov.au/ or http://www.fairwork.gov.au/ 
the Ibsites for Fair Work Australia and the Fair Work Ombudsman respectively.  A good starting point with 
many information on Australia's minimum wage framework is 
http://www.fairwork.gov.au/resMyces/pages/Glossary.aspx the Fair Work Ombudsman glossary. 
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activity, project or undertaking.  Australia had more than 1500 awards – a big part of award-

modernisation involved the review of these awards and the subsequent creation of 122 

modern awards.  In addition to Enterprise awards there were many state based awards which 

covered workers in specific occupations.  The Federal Minimum Wage – now replaced by the 

National Minimum Wage – provided a safety net for workers not covered by an award 

scheme. 

Award minimum wages vary from job to job.  For example, the 2009 pay-scale for 

retail staff in South Australia indicates a minimum wage for standard staff working – at a 

workplace that opens on Saturdays – of $8.27, 50 per cent of the adult rate for workers under 

17, to $14.88, 90 per cent of the adult rate for 20 year olds.  For ticket machine operators the 

rates Ire $8.50 to $14.48 for the same age groups.  Both groups have minimum wage 

increases of 10 per cent of the adult rate per year. 

In addition to these minimum wage tools Australia has a long history of special 

minimum wage rates for youths.  For the purposes of Australian labour laws people under 21 

years of age are considered youths.  Youths are not covered by the National Minimum Wage 

–nor were the covered by the Federal Minimum Wage.  Furthermore many industry awards 

provide special rates of pay for youths.  In 1999 the Department of Employment, Workplace 

Relations and Small Business surveyed a census of federal awards.4  They found that 45 per 

cent of awards – 755 of 1690 awards – had junior rates.  Furthermore many awards lacked 

junior rates because they were unnecessary.  This could be because requisite qualifications 

essentially precluded juniors, because juniors could do the job as Ill as adults, or because of 

safety reasons.  However most awards relevant to youth workers have special junior rates.  

Furthermore where junior rates were included they often started at 50 per cent of the adult 

rate for 16 year olds and increased by 10 per cent so that 21 year olds earned the full adult 

rate.5

                                                           
4 Australian Government (2006), Australian Government Submission to the Fair Pay Com-mission.  p 157. 

  Despite the age of this report these aspects of awards are typical throughout the period 

for which I have data.  Because of the highly specific occupational nature of awards it is very 

difficult to identify which individuals are paid award minimum wages in data without 

specifically asking people if they are paid the award minimum rate.  Typically measures of 

occupation are far too broad to be of use.  Thus it is difficult to determine what proportion of 

individuals are paid award minimum wages at any one time.  The Australian Bureau of 

Statistics publish the Employee Earnings and Hours report.  It has a large section on pay 

5 Australian Government (2006), Australian Government Submission to the Fair Pay Com-mission.  p 157. 
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determination methods.  However despite having information on youths it does not have a 

section reporting the proportions of youths on award minimum wages.6

Flatau et al.  (2008) produced an Australian Fair Pay Commission report which 

estimated the number of youths who receive wages which are consistent with junior award 

minimum wages.  They used HILDA wave 5.  Their method involved collecting award 

minimum wages for several different awards per occupational category to get a minimum and 

maximum junior award rate for broad occupation categories.  Then they can compare youths 

calculated wages to see which youths fall inside the award minimum rate ranges.  In retail 

trade they estimate 57 per cent of 15-20 year olds earn award minimum rate consistent wages, 

while a further 14 per cent earn wages below the minimum award rate for the broad 

occupation code.  For accommodation, cafe, and restaurant work they estimate 68 per cent of 

youths earn award minimum wage consistent rates with a further 22 per cent earning below 

award minimum wage consistent rates.  However the ranges of wages that are award 

consistent can often be considerably large – for the food service industry they find a 

minimum hourly youth award rate of $4.54 and a maximum rate of $13.29.  Flatau et al.  

(2008), due to measurement limitations for individual's occupation, call any youth “award 

wage consistent” if they work in the food industry and earn betIen $4.54 and $13.29 per hour.  

This is likely to overestimate the number of youths on the award wage minimum.  For 

example some of those youths could earn $7.00 in a particular food industry job which has an 

award minimum wage of $4.54.  HILDA wave 8 asks people for information on the method 

used to determine their pay.  These direct observations should enable much more accurate 

estimates in the future.  However focusing solely on wave 8 to make use of this question 

results in having insufficient observations for my study. 

 

Overall Australia's system for determining minimum pay levels results in many 

youths being paid junior award minimum wages which are age based.  Awards typically 

increase by 10 per cent per year of age of an individual.  I hope to make use of this variation 

in minimum wages to identify the causal impact of minimum wages in my research. 

4.  Data and Summary Statistics 

This section describes my data, provides summary statistics of my samples and 

presents my research design. 

4.1.  Data 

                                                           
6 EEH reports can be found at http://www.abs.gov.au/ 
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In order to identify the causal effects of changes in youth award minimum wages I use data 

from the longitudinal survey HILDA 8 in-confidence.  The HILDA survey began in  2001 

and collects information on people living in selected households each year. 

The three most important variables for which I need information are age, current work hours, 

and current wage.  These variables will let us undertake a regression discontinuity approach 

by contrasting how current work hours or current wages differ for youths slightly before or 

after a birthday.  HILDA in-confidence reports data on birth dates and interview dates.  

Combining these allows us to calculate the age in years of any individual in the data set as 

(birthdate - interviewdate)=365.25 – because this does not perfectly implement the leap year  

rule I manually recode the age of people who are interviewed on their birthday as this helps 

Stata plot the discontinuity more clearly.  HILDA also reports observations for current Iekly 

income from wage and salaried work and current weekly hours worked.  Taking the ratio 

gives us the current wage.  Individuals report whether their work is for an employer for 

wages or a salary, for a family business, as a volunteer, or self-employed.  Because this report 

is only made once per individual I use main job weekly wages and hours to avoid problems 

from extra jobs not being with an employer for wages and salaries – I.e., I do not expect 

award minimum wages to have any causal impact on people who are volunteers or self-

employed.   

I focus on a separate subsample for each of the two causal effects I look to identify.  

For identification of the effect on actual wages of an increase in award minimum wages of 10 

per cent I focus on only those youths who are employed for wages or a salary.  However, 

several of the wages calculated using current weekly wages and current hours are extreme – 

values for youths who work for an employer for wages or a salary as high as a couple of 

hundred dollars per hour and as low as zero dollars per hour.  Therefore in order to prevent 

my analysis being influenced heavily by these extreme and most likely incorrect wages7

                                                           
7 The HILDA user's manual suggest such extreme values may be the result of asking for current weekly wages 
and current weekly hours in separate parts of the questionnaire and also notes that people may not be good at 
thinking in terms of hours per week.  N.  Watson (ed) (2010), ‘HILDA User Manual Release 8’, Melbourne 
Institute of Applied Economic and Social Research University, of Melbourne, pp.  49 and pp.  94. 

 I 

focus on youths in the 5th to 95th percentile of the wage distribution.  In order to identify the 

effect of increasing award minimum wages on employment I look at all individuals who are 

unemployed or are employed for a wage or salary.  Furthermore with both sub-samples I 

exclude people who have badly inconsistent data – such as reporting their hours worked in 

their main job as being greater than the hours they work in all of their jobs combined.  I also 
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exclude some people who fail to answer certain questions about personal characteristics 

however the number excluded in this way is small.  HILDA also provides information on a 

large number of personal characteristics for people in the dataset.  These covariates are useful 

for two reasons.  Firstly, a regression discontinuity analysis will be invalidated if the outcome 

variables for the non-treated group do not represent the valid counter-factual for the treated 

group (HTV, 2001).  One way this would occur is if the two groups vary in some systematic 

way which affects the outcomes – the whole point of regression discontinuity designs is to 

compare two groups which are similar in most respects other than treatment.  Having 

observations on personal characteristics allows us to check whether underlying differences 

betIen the groups is related to differences in outcomes – I.e., I could check if schooling was 

similar for treated and control groups.  In fact Lee (2008) proves that a testable corollary of 

the critical assumption needed for identification of a causal effect in regression discontinuity 

designs that the control group represent the true counterfactual is that predetermined baseline 

characteristics be continuous across the assignment threshold.  A second benefit to having 

data on personal characteristics is that if they vary smoothly over the assignment threshold 

then including them in regression analysis should not alter the value of my estimates but 

should improve their precision. 

4.2.  Summary Statistics 

I now present summary statistics on the samples used for my analysis.  Panel A of Table 1 

reports selected statistics for my employment subsample, while panel B reports selected 

statistics for the wage subsample. 

Looking firstly at panel A there are around 800 youths for each treatment group and 

another 800 for each control group.  Each pair of columns represents the pre and post 

treatment groups for a certain birthday at which award minimum wages will increase.  For 

example column (1) presents descriptive statistics on youths are just younger than 19 while 

column (2) represents the same statistics for the group just older than 19 who have the higher 

award minimum wages.  Sex and ancestry are clearly predetermined.  Looking at these 

summary statistics we see the means for these variables are similar regardless of treatment.8

                                                           
8 Lee (2008) tells us that predetermined variables should be distributed similarly in both the control group and 
the treatment group if regression discontinuity has worked.  The similarity will be greater the smaller the 
bandwidths, and ultimately I can test My design validity by confirming there are no discontinuities in 
predetermined variables. 

  

In fact comparing treatment and control groups year by year we see that the difference in 

means for these predetermined variables is never more than 0.03.  Combined with large 
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standard deviations it seems unlikely I will find any discontinuities in these variables, making 

us more confident of the validity of the research design.  Interestingly for the youths close to 

their 21st birthday there appears to be a rather big difference in the proportion of youths with 

year 12 completion as their highest achievement – the percentage of youths with year 12 as 

their highest achievement is 56.7 for the control group in column (5) but only 49.5 for the 

treatment group in column (6).  However, highest education is not predetermined.  In fact 

many youths around age 21 will be completing higher education.  When I test the validity of 

the regression discontinuity design I check that year 12 completion – which I estimate by the 

number of youths with year 12 education or higher – does not have any discontinuity at the 

threshold.  Other covariates are also similar for all treatment and control groups, typically 

varying by around 2 per cent with the largest differences being around 5 per cent.  

Furthermore the composition of the baseline covariates seems highly stable across different 

treatment-control groups. 

Panel B reports selected summary statistics for the group of youths used for the wages 

analysis.  This time I have about 650 people in each treatment group and another 650 in each 

control group.  Once again comparisons of each treatment group with its corresponding 

control group generally show little difference.  The issues with highest education are the 

same as before.  The summary statistics for weekend work are of interest.  Many award 

wages specify loading penalties which require employers to pay more for weekend work.  In 

all birthday pairs, the proportions of youths doing weekend work is about 5 per cent higher 

for the young group who are soon to have a birthday than for the old group who have just had 

a birthday.  This may represent firms offering less Iekend work to employees who have just 

had their birthday, as the dollar cost of the penalties will be higher for higher wage workers.  

On the other the summary statistics could equally simply result from more youths moving 

into full-time work as they get older. 

4.3.  Research Design 

The summary statistics in table 1 make it clear that when I split youths into groups according 

to those who are up to half a year above, and those half a year below a birthday the groups 

are highly comparable along a number of covariates.  The identification strategy takes 

advantage of the fact that award minimum wages are typically age based for youths – 

increasing by around 10 per cent per birthday.  I look to identify two effects.  The effect of 

award minimum wage increases on actual wages, and their effect on employment hours.  I 

use a regression discontinuity approach.  This approach compares outcomes of interest either 
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side of the treatment cut-off to look for a discontinuity.  In theory I get the limit of a 

regression function approaching the cut-off at either side and compare them. 

I implement this strategy graphically and using a very simple version of a local linear 

estimator – using the rectangle kernel.  The actual wage affect of award minimum wages is 

something that has not been estimated for Australia before.  If award wages increase but are 

binding for nobody then I will see no effect.  If wages are set at the award level for all youths 

then I will expect at least a 10 per cent discontinuity in actual wages over the birthday.   

One complication with this strategy is that in fact award minimum wages do not affect 

the entire youth labour market – for example some award minimum wages pay adult rates for 

anyone 18 years or older, thus people in these jobs will not face an increase in their award 

minimum wage when they have a birthday.  As such perhaps a strict discontinuity is not best.  

A fuzzy discontinuity would take into account the fact that the probability of any youth 

facing an award minimum wage increase is the same as the proportion of youths in 

occupations covered by awards – whether or not those awards bind.  Unfortunately this data 

is unavailable to us.  HILDA only has information about occupation type at the industry level 

and this is not detailed enough to determine which youths are covered by awards.  HILDA 8 

includes wage determination and identifies youths who are paid exactly the award minimum 

wage however this would leave us with too little data for our research.  Furthermore the 

discussion in HTV (2001) makes it clear that the estimate using a strict design is at worst a 

loIr bound for the effect if a fuzzy design is truly appropriate – all estimates will be divided 

by the jump in probability of treatment which must lie between 0 and 1. 

It is important to recognise that the impact I look to identify on employment in particular is 

somewhat different to the impact most minimum wage research deals with.  Research based 

on a once off change in minimum wages can look to identify the overall causal effect of 

minimum wages on employment.  In doing so one factor which is typically thought to be 

important is the length of time in which the researcher allows the impact of the minimum 

wage to be felt.  In contrast Regression Discontinuity based on the age of youths by its very 

nature cannot include lags.  One aspect of Australian institutions that may make lags less 

important for youth employment effects is the fact that junior award minimum rates have 

been around for a long time and the relative saving from hiring a younger worker has been 

steady – a as junior rates have been proportions of adult rates.  Hence firms have had plenty 

of time to optimise themselves to best take advantage of cheap labour –one possible 

explanation for the need for long lags to capture employment effects is an argument about 

slow ability to change capital and the interaction of capital and labour on productivity rates.  
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A further difference is in the kind of labour-labour substitution which is possible under this 

policy compared to a large range of other minimum wage research.  If the minimum wage is 

raised for all youths then when looking at the effect on employment researchers must be 

aware of the potential for employers to substitute away from relatively more expensive 

youths to relatively less expensive adults who may have other advantages such as more 

experience – the difference in minimum wages is important.  In this situation employers face 

different choices, including the choice to substitute down to a younger and cheaper employee.  

This may change the dynamics.  However an advantage of the regression discontinuity 

approach is its quasi-experimental nature.  By comparing youths close to but on differing 

sides of a birthday I can hopefully avoid misspecification and problems due to unobserved 

heterogeneity.  When regression discontinuity works it can produce results similar to those 

found from a random experiment and hence the Average Treatment Effect identified 

represents a causal impact. 

5.  Graphical Analysis 

In this section I present graphical evidence for discontinuities in actual wages and 

hMys of employment at youth birthdays.  I present graphical analyses for youths either side 

of their 19th, 20th, and 21st birthdays – younger ages are problematic for this analysis as they 

can coincide with school leaving ages and other legislative differences in various states.  All 

graphs show average outcome by age.  When I analyse the 19th birthday I include individuals 

who either will turn 19 within the next 6 months or have turned 19 within the last 6 months – 

for the 20th and 21st birthdays I use the equivalent groups of youths.  A linear model has 

been super-imposed which corresponds to the line produced by a local linear regression 

estimated at the birthday using the rectangular kernel and a half-year bandwidth.  It allows for 

a different intercept and slopes on either side of the birthday. 

5.1.  Effect of Minimum Wage Increase on Actual Wages 

I now provide graphical evidence on the effect of award minimum wages on actual 

wages.  This relationship is important to my research for two reasons.  Firstly, as far as I am 

aware, this relationship has not been estimated for Australia.  HoIver, if policy makers want 

to increase youth award minimum wages in order to increase youth remuneration then it 

would be useful to know how minimum wages translate into actual wages.  This relationship 

need not be dollar for dollar.  Suppose all youths were paid well about award minimum rates.  

Then small increases in the award minimum would have no effect on actual wages.  On the 

other hand if all individuals were bound by a youth award minimum wage then increasing 
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award minimum wages by a dollar would increase actual wages by a dollar as long as firms 

complied. 

Figure 1 provides evidence on the impact of increasing award minimum wages on the 

realised wages of 19 year olds.  The control group constrains 641 youths who are younger 

than 19 and will face 18 year old minimum wages.  The treatment group contains 632 youths 

just older than 19 who must be paid at least the 19 year old minimum award wage, which for 

any state/occupation award scheme is typically 10 per cent higher than the 18 year old 

counter-part.  From the graph we see that the average wage per half-month grouping is well 

below $12.50 for the younger group and above $12.50 for the old group.  The discontinuity at 

the threshold is estimated at $0.68 and with a standard error of 0.39 this is signigicant at the 

10 per cent level.  Given the mean actual wage for youths under 19 in My sample is $11.66 

this corresponds to a 5.8 per cent increase in actual wages in response to a 10 per cent 

increase in the minimum wage. 

Figure 2 provides evidence on the same outcome for 20 year olds.  This time the 

control group consists of 658 youths just under 20 years of age while the treatment group 

consists of 662 youths just over 20.  The graph shows a discontinuity of $0.66 with a standard 

error of 0.4001.  This discontinuity is significant at the 10 per cent level.  Given the mean 

wage for youths betIen 19.5 and 20 years of age is $13.12 in this sample the discontinuity 

represents a 5.0 per cent increase in actual wages – I.e., a 10 per cent increase in award wages 

flows through to a 5 per cent increase in actually wages for the average 20 year old youth.  

Importantly the graphical analysis suggests that perhaps wages rise steeply just before the 

20th birthday.  I will look at reasons for why this might be when I examine the econometric 

results more carefully later on.   

Figure 3 finally presents the actual wage effect evidence for the group who are near 

their 21st birthday.  This time the control group consists of 680 youths under 21 while the 

treatment group consists of 642 youths just over 21.  The average wage over half-month sub-

groups is typically less than $15.00 for youths with the loIr award wages but greater than 

$15.00 for youths with the higher award minimum wages.  The estimated discontinuity is 

$1.06 with a standard error of 0.4139.  This is significant at the 1 per cent level.  This 

represents a 7.3 per cent increase in actual wages for youths who face the 10 per cent higher 

award minimum wages.  In this age group we do not see the same steep increase in wages 

just before the birthday. 

Overall this provides relatively strong evidence that higher award minimum wages 

have a positive effect on actual wages.  The discontinuities for both all age groups are 
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statistically significant at the 10 per cent level, while the results for youths near their 21st 

birthday are significant at the 1 per cent level.  They suggest a 10 per cent increase in award 

minimum wages flows through to an average increase in actual wages of betIen 5 per cent 

and 7 per cent.  This effect is smaller than we would see if all youths were paid the exact 

award minimum wage – in that case I would expect an effect closer to 10 per cent as 

increases in the award minimum wage would flow through to actual wages dollar for dollar 

except for non-compliance and spill-overs. 

5.2.  Effect of Award minimum Wage Increase on Hours Employed 

In Figure 4 I present evidence for the impact of award minimum wages on hours of 

employment for youths near 19 years of age.  The control group has 836 youths younger than 

19 while the treatment group has 826 youths older than 19.  From the graph there seems to be 

a lot of variation in the sample but no real difference in the typical number of hours worked 

betIen the groups.  This is borne out by the fact that the standard error is larger than the 

discontinuity.  I estimate a positive discontinuity showing that youths in the older group with 

higher award minimum wages typically work 1.59 hours more than their younger counter-

parts.  However with a standard error of 1.7176 this effect is not statistically different from 0. 

Figure 5 presents the same evidence for 20 year olds.  This time there are 834 youths 

in the control group and 816 youths in the treatment group.  There seems to be slightly more 

variation in employment hours for the younger group.  Once again there is no noticeable 

difference between the typical level of average hours between the groups.  This time the 

estimated discontinuity is negative so that higher award minimum wages are correlated with 

lower hours – the estimated discontinuity is -1.27 hours.  However once again the 

discontinuity lacks any statistical significance as the standard error is large at 1.8169. 

Figure 6 reports the final piece of graphical analysis for the effects of award minimum 

wages.  This graph presents evidence of the effect of an increase in award minimum wages 

by 10 per cent for youths near their 21st birthday.  The control group contains 780 youths 

younger than 21 and the treatment group contains 782 youths older than 21.  The estimated 

discontinuity is -1.43 hours, once again negative.  However with a standard error of 1.8626 it 

also fails to have any statistical significance.  Overall there doesn't seem to be much of an 

effect of higher award minimum wages on hours of employment.  None of the estimated 

effects were statistically significant and they didn't even all have the same direction. 

6.  Econometric Results 

This section reports my econometrics results.  I use the semi-parametric local- linear 

estimator that is widely used in the literature.  I report estimates for several bandwidths to 
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indicate the sensitivity of my results.  There is a tension in Regression Discontinuity 

estimation – using smaller windows of data is likely to keep treatment and control groups 

more similar in terms of underlying characteristics, while using larger windows improves the 

precision of the estimate at the discontinuity.  Imbens and Lemieux (2008) suggest using the 

rectangular kernel and checking several bandwidths.  They also note that the inclusion of 

observed characteristics makes estimates more efficient – in line with Lee (2008).  I use 

several personal characteristics for controls.  Specifically I estimate, 

min
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Where 𝑌𝑖 is the outcome of interest, 𝑍𝑖  is observed age – the assignment variable.  𝑋𝑖  is an 

indicator that is 1 for treated youths.  A youth is treated if they are just over their birthday.  

This means that minimum wage awards that apply to them are on average 10 per cent higher 

than the awards that apply to youths who are just about to have a birthday.  𝑊𝑖 is a set of 

covariates measuring various personal characteristics.  𝛼,𝛽, 𝜏, 𝛾, and 𝛿 are parameters which 

are estimated.  𝜏 represents the estimate of the discontinuity.  𝛼 represents the constant for the 

control group.  𝛽 is the estimated slope for the control group while 𝛾 is the estimated slope 

for the treatment group.  The term  𝛾(𝑍𝑖 − 𝑧0)𝑋𝑖  allows different slops on either side of the 

cut-off and this prevents observations on one side of the threshold affecting the estimate of 

the regression function on the other side of the cut-off.  𝑊𝑖 represents the vector of control 

variables which is set to 0 when observed characteristics are not included.  This model can be 

estimated using various kernels.  For the rectangular kernel we get  
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and I can estimate by OLS on the appropriate sub-sample.  The rectangular kernel estimates 

the local linear regression function at the cut-off using all observations whose assignment 

score is within ℎ of the bandwidth and Iights them evenly.  Thus as recommended in Imbens 

and Lemieux (2009) I implement this strategy by careful use of OLS and use robust standard 

errors for inference.  Furthermore, I also check to see if results differ when the triangle kernel 

is used instead.  The triangular kernel has the property of Iighting observations closer to the 

discontinuity more heavily than those far away.  This is intuitively appealing in a regression 

discontinuity setting.  Furthermore Imbens and Lemieux (2009) note that it has been shown 

that the triangular kernel is boundary optimal. 

To implement the triangular kernel I use  
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Local linear regression can be done in Stata using the -lpoly- command.  However, this 

command has two shortcomings.  Firstly its syntax only allows two variables meaning I do 

not use any controls with the triangular kernel.  Secondly, and more importantly, it does not 

produce standard errors.  There are two ways around this.  Imbens and Lemieux (2008) or 

Porter (2003) provide plug-in estimators of the variance for the fuzzy regression discontinuity 

design.  Alternatively I can bootstrap.  I implement the latter alternative.  I carefully make 

sure I only use observations from within My bandwidth when estimating the bootstrapped 

standard errors. 

Table 2, page presents regression discontinuity estimates for the impact of an increase 

in award minimum wage rates of around 10 per cent following a birthday on the actual wages 

received for those people who are working.  It is divided into three panels.  Panels A, B, and 

C report estimates for the discontinuity at the 19th, 20th, and 21st birthdays respectively.  

Column (1) represents a simple comparison of means.  This is a crude first estimate of an 

effect of treatment.  Importantly, if the outcome of interest, actual wages in this case, is 

positively correlated with age then I could find a difference in means even if treatment has no 

effect.  Column (2) represents local-linear estimates using the rectangular kernel and no 

controls.  Column (3) adds controls and column (4) reports estimates from the triangular 

kernel.  Panel A reports estimates for the discontinuity at the 19th birthday based on 1,089 

youths.  I see that there is a highly significant difference in means.  Youths aged 19 to 19 and 

a half earn on average $1.08 more than youths in the half year age bracket below 19.  Do 

increasing award minimum wages have an effect on actual wages?  To answer this I need 

more information.  Column (2) shows estimates a positive discontinuity of $0.68 and this is 

significant at the 10 per cent level.  Adding observed characteristics the estimate is $0.66 in 

column (3) and is still significant at the 10 per cent level.  Adding the observed 

characteristics has little effect on the estimate or its precision, however the observed 

characteristics haven't added much in absolute terms to R-squared either.  Finally using the 

triangular kernel the estimate is $0.67 which is very close to the estimates when using the 

rectangular kernel.  This estimate is no longer statistically significant at even the 10 per cent 

level.  These results suggest that a comparison of means overestimates any effect of 

increasing award minimum wages.  All the local-linear estimates are around $0.67.  Given an 

average wage for the younger group of $11.66 this represents a 5.7 per cent response of 

actual wages to an approximate increase in award minimum wages of 10 per cent.  How 
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sensitive is this result to changes in bandwidth?  Firstly it is important to note that large 

variation in reported wages of youths required us to extend the bandwidth quite far away 

from the cut-off in order to get statistically significant results – if I extended the bandwidth 

further then I would have observations closer to another birthday than the one of interest, 

however given they would still have the same required award minimum wage rates maybe 

this would not be too problematic.  In any case with a bandwidth of 4 months the estimates 

are between $0.64 and $0.77 with the triangular kernel providing the smallest estimate.  With 

this amount of data none of the estimates are statistically significant.  When the bandwidth is 

2 months the estimates from the rectangular kernel are $0.52 and $0.49 when controls are 

omitted or included.  Importantly the triangular kernel produces a much smaller estimate of 

$0.05.  What is happening here? Another look at Figure 1 shows wages increasing just prior 

to a birthday.  When the triangular kernel only includes 2 months worth of observations and 

heavily weights these observations near the birthday its point estimate at the birthday of the 

regression function for the younger group is very high as a steep straight line minimises its 

residuals.  This effect has no statistical significance and disappears as I add more data to 

more precisely estimate the regression function.  However it should make us more concerned 

about the validity of the results.   

Panel B presents the same estimates as panel A.  The results are similar in magnitude.  

The difference between means in column (1) is now $1.24 and is highly significant.  Using 

the rectangular kernel and no controls I get an estimate of $0.66 which is significant at the 10 

per cent level.  Adding controls the estimate falls slightly to $0.62, the standard errors get 

slightly tighter too but overall there is no significance.  The triangular kernel estimates also 

lack significance with an estimate of $0.55 which is far from being significant as the 

corresponding standard error is 0.43.  These results seem to suggest that increasing award 

wages are not impacting on actual wages by much.  Why could this be?  Looking at Figure 2 

we see a very big jump in actual wages just before the birthday.  If this is due to anticipated 

birthdays then it would affect the estimates.  Firstly it would bias the estimates downwards.  

Secondly, it would make them more sensitive to bandwidth selection near the time of 

manipulation.  Why could a person's wage increase before their birthday?  One possible 

argument runs along efficiency wage lines.  If an employer will have to pay any of the award 

minimum wage bound workers more once they reach their birthday then they could increase 

wages slightly early in order to buy loyalty.  Indeed with very small bandwidths I get non-

significant negative estimates of the treatment effect.  However for bandwidths of 2 months 

or more the estimates are all around $0.60. 
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Panel C reports the last estimates for 1,153 youths near 21 years of age.  This age 

group shows the strongest discontinuity.  The difference in means is estimated to be $1.06 

and is highly significant.  Using a rectangular kernel and no controls produces an estimate of 

$1.08, slightly bigger than just comparing means, and this estimate is significant at the 1 per 

cent level.  Adding controls reduces the estimate to $0.92 and significance falls to 5 per cent.  

Observed characteristics which vary smoothly over the cut-off should not affect the estimates  

of the discontinuity a lot and so the small difference that arises when I add controls is a little 

uncomfortable.  Finally estimation using the triangular kernel produces a similar estimate of 

$0.96 and this is also significant at the 1 per cent level.  Using the estimate based on the 

triangular kernel and a mean wage for the control group of $14.51 I find that actual wages 

respond by 6.6 per cent when award minimum wages rise by about 10 per cent. 

In Table 3, I report estimates for the effect on employment hours.  I use the same 

models.  This analysis use the employment subsample.  Again there are three panels as before.  

A quick scan of the table shows no statistically significant differences in hours employed 

between the younger group with lower required award minimum wages and the older group 

with higher minimum award wages.   

Panel A reports results for 19 year olds.  For 19 year olds the older group with the 

higher award minimum wages seems to work more hours than the younger group.  The 

average working hours is 0.65 more for the older group but this is not statistically significant.  

Furthermore there is no evidence for any treatment effect as most the standard errors for the 

local-linear estimates are around as big as the estimated effects themselves.  There is a 

substantial difference between the estimates using the rectangular kernel with and without 

controls.  However these estimates are very imprecise.  Panel B reports similar results for 20 

year olds.  The mean difference is very small at 0.26 hours and completely insignificant.  The 

estimated treatment effects are all insignificant and vary from positive to negative effects.  

Finally panel C presents estimates for 21 year olds.  Once again there is no significant 

evidence of any difference in employment hours between the groups. 

When looking at the impact of higher award minimum wages on actual wages there is 

some evidence of a positive effect.  Although there was not very strong statistical 

significance for the 20 year olds a 10 per cent increase in award minimum wages seemed to 

cause an increase in actual wages of around 6 per cent.  In comparison there seems no 

evidence at all that award minimum wages have any short term causal impact on employment. 

7.  Regression Discontinuity Validity 
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This section examines the validity of the regression discontinuity approach used in 

this paper.  It does so in two ways.  Firstly it looks for discontinuities in wages for other age 

groups who do not have different underlying required award minimum wages on either side 

of a birthday – I focus on wages because only wages showed significant treatment effects.  

Secondly it looks for discontinuities in predetermined covariates across the threshold for 

those youths for whom I look for a causal effect.  Lee (2008) proved that with a very general 

assignment mechanism – which can account for non-perfect self-selection – that whenever 

regression discontinuity is valid it implies that all predetermined baseline covariates should 

vary smoothly over the cut-off.  Thus he says that an applied researcher has essentially 

unlimited over-identifying restrictions to test.  I look at year 12 achievement as this is 

arguably important for finding a job and for wage determination.   

I look for discontinuities in wages at birthdays where award minimum wages do not 

change.  This is an attempt to show that the effect identified by the discontinuity is indeed the 

result of the change in award minimum wages by showing there is no discontinuity when 

there is no change in award minimum wages.  Perhaps the best people to look at are those 

near their 22nd birthday.  These people are the most similar in age to youths who receive 

junior award wages.  Thus hopefully the way their wages are affected by age and other 

characteristics (observable or not) is similar.  Figure 7 presents a graph of average wages over 

the age intervals for people near their 22nd birthday.  I also add in linear fits on either side of 

the birthday which are the same as the line produced by the local-linear estimator with the 

rectangular kernel estimating at the birthday.  The discontinuity is estimated at 0.487 which is 

about two-thirds as big as the smaller discontinuities for youths when award minimum wages 

differed either side of the birthday.  Furthermore the estimate is not even close to being 

statistically significant.  Adding other characteristics as controls also fail to get a statistically 

significant discontinuity.  So while there was a very big and highly significant discontinuity 

in wages at the 21st birthday there is no significant discontinuity at the 22nd birthday in this 

data.  I have also produced graphs and estimates for people near their 25th, 35th, 45th, and 

55th birthdays.  There are no significant discontinuities at any of these birthdays under any of 

the local-linear estimation techniques used above. 

Secondly I look for discontinuities in year 12 achievement.  Year 12, the final year of 

high-school is typically completed by youths aged 18.  Hence year 12 achievement should be 

predetermined for youths aged 19, 20, or 21.  If regression discontinuity has worked then 

there should be near randomisation close to the border (Lee (2008)).  Year 12 achievement 

should be distributed similarly in treatment and control groups and there should be no 
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discontinuity in year 12 achievement rates at the age threshold.  I constructed a variable for 

year 12 achievement by giving individuals a 1 for year 12 achievement if their highest 

education is year 12 or higher and a 0 if it is year 11 or lower.  This is necessary because if 

individuals gain higher education then using year 12 as highest education is not 

predetermined, it will change as people upgrade their highest education.  This constructed 

variable will still identify a person as having achieved year 12 even if their highest education 

changes from year 12 to Cert or to some sort of university qualification.  However it is not an 

exact measure of year 12 achievement as it is possible for people to have higher education 

without ever completing year 12 –although this is unlikely for people aged 19, 20, or 21.  

Because I am primarily interested in checking the validity of the wage analysis I use the same 

methods for constructing my sub-sample as I used for that analysis although the qualitative 

result is the same even if I do not do this.  Figure 8 presents a graph showing average year 12 

achievement for youths near their 19th birthday.  The fitted lines are the same as those from a 

local-linear estimate at the birthday using the rectangular kernel.  From the graph there is no 

evidence of a discontinuity.  The estimated discontinuity is 0.0261 with a standard error twice 

as large at 0.0504.  Figure 9 shows the relevant graph for 20 year olds.  Once again using the 

rectangular kernel there is no evidence of a discontinuity.  The estimated treatment effect is 

0.0773 and the standard error is 0.0485.  The effect is not significant at even the 10 per cent 

level.  Finally Figure 10 depicts the same graph for 21 year olds.  There is no discontinuity in 

year 12 achievement.  The estimated treatment effect is -0.0161 and the relevant standard 

error is almost three time larger at 0.0459.  There are potentially unlimited over-identifying 

restrictions which can be tested in this way.  I chose year 12 achievement because I imagine it 

could affect employment and wages.  I find no evidence for a discontinuity in this 

predetermined covariate. 

Thus I have provided two pieces of evidence to support the interpretation of the 

estimates of the treatment effect of increasing award minimum wages as causal.  Firstly I 

have shown that there is no discontinuity in wages for people either side of a birthday for 

which minimum wages do not change.  In particular I showed the graph for 22 year olds.  

Secondly I have shown that the predetermined covariate for year 12 achievement is smooth 

over the threshold. 

8.  Conclusion 

Australia has a complex set of rules which govern the minimum pay a person can receive.  

Part of these rules involve special rates for youths which are typically fixed proportions of the 

corresponding adult award minimum wage.  These youth rates increase by about 10 per cent 
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per birthday and cover a large proportion of working youths in Australia.  Recent estimates 

suggest up to 71 per cent of youths in retail work and 90 per cent of youths in the food 

industry earn wages that are consistent with or below relevant award wage minimums.  As 

such this paper aims to use the variation in youth award minimum rates to identify the causal 

affect of a change in youth minimum wages on actual wages received and hours of 

employment worked. 

Using a regression discontinuity approach I find evidence that increasing youth award 

minimum wages significant increases actual youth wages in the short run.  I find no evidence 

that changes in minimum youth awards have any effect on short run youth employment. 

This paper makes use of the fact that there is a well known assignment mechanism by 

which award minimum wages are increased – award minimum rates are higher for every year 

of age.  Thus I implement a regression discontinuity design.  One important consideration is 

that the effect I identify is different to much of the minimum wage literature.  The effect is a 

strictly local and short-term effect.  Furthermore employers have the option to substitute to 

younger, cheaper labour in the situation I have studied, which is different from much of the 

literature which uses an across the board increase in a minimum wage – potentially a youth 

minimum wage –  to identify the effect. 

I have presented some evidence to evaluate the validity of the regression discontinuity 

design used.  I find no evidence of discontinuities in wages for age groups where award 

minimum wages do not differ.  I also find that year 12 achievement – a predetermined 

covariate – varies smoothly over the cut-off.  Checking predetermined covariates for 

smoothness over the cut-off is a form of over-identifying restriction, and for year 12 

achievement the data passes.  While there are potentially unlimited such over-identifying 

restrictions I could run I used year 12 achievement as it is clearly predetermined and also 

could plausibly affect both wages and employment. 

My results are mixed.  An important first proviso is that due to the inevitability of 

treatment agents optimising behaviour can affect the estimates of this research. 

I find significant effects of award minimum wages on actual wages for all groups in 

the basic local-linear regression model using the rectangular kernel.  In this specification 

actual wages respond by around 6 per cent when award minimum wages increase by around 

10 per cent.  However, these estimates are not as robust as they could be.  All estimates show 

some sensitivity to bandwidth – particularly at very low bandwidths.  Local-linear estimates 

using the triangular kernel are less sensitive than estimates using the rectangular kernel.  

However, even these estimates can be sensitive if the bandwidth is very small.  Furthermore, 
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the estimates have less significance with the triangular kernel.  Importantly, this sensitivity is 

statistically insignificant and disappears very quickly.  With a bandwidth from 2 to 6 months 

estimates are more robust. 

I find no evidence of an short-term employment effect.  Even mean hours worked is 

not statistically significantly different for individuals in the higher award minimum wage 

group relative to those in the lower award minimum wage group.  Adding controls and 

changing the kernel all fail to find any evidence of an employment effect. 
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